(Austin, 2011a)

(Austin, 2011b)

(Austin, 2008)

(Austin, 2014)

(Schafer & Kang, 2008)

(Olmos & Govindasamy, 2015)

(Rosenbaum & Rubin, 1983)

(Rosenbaum & Rubin, 1984)

(d'Agostino, 1998)

(Cowling)

(Braitman & Rosenbaum, 2002)

(Caliendo & Kopeinig, 2008)

(Lee, Lessler, & Stuart, 2010)

(Setoguchi, Schneeweiss, Brookhart, Glynn, & Cook, 2008)

(Ho, Imai, King, & Stuart, 2011)
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